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Mirror surfaces are notoriously difficult to reconstruct. In this paper, we present a novel computational imaging approach for
reconstructing complex mirror surfaces using a dense illumination field with angularly varying polarization states, which we call
the polarization field. Specifically, we generate the polarization field using a commercial LCD with the top polarizer removed. We
mathematically model the liquid crystals as polarization rotators using Jones calculus and show that the rotated polarization states
of outgoing rays encode angular information (e.g., ray directions). To model reflection under the polarization field, we derive a
reflection image formation model based on the Fresnel’s equations and estimate incident ray positions and directions by coding the
polarization field. Finally, we triangulate the incident rays with the camera rays to recover normals/depths of the mirror surface.
Comprehensive simulations and real experiments demonstrate the effectiveness of our approach.
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I. INTRODUCTION

Mirror surfaces are difficult to reconstruct as their ap-
pearances are borrowed from surrounding environment and
thereby can be regarded as “invisible”. Most well-established
3D reconstruction techniques (e.g., multi-view stereo, shape
from shading, structured light, etc.) are not directly applicable
to this task. However, successful reconstruction can benefit
many applications, such as manufacturing, material inspection,
robotics, art digitalization and preservation, etc.

Existing solutions for mirror surface reconstruction often
place an illuminant with known pattern near the mirror surface
and use a camera looking towards the surface to capture the
reflection images. By analyzing the correspondences between
the reflection image and the known pattern, ray paths from the
illuminant to the camera are triangulated to recover the surface
geometry (e.g., depth or normal field). However, correspon-
dences between image pixels and pattern points are under-
constrained since knowing a point on a ray is insufficient to
determine its path: the ray’s direction also needs to be known.
In order to determine the ray direction, existing solutions
use multiple viewpoints [1]–[3] or a moving illuminant [4]
to acquire multiple points on the path. Otherwise, additional
geometry constraints such as planarity assumption [5], smooth-
ness prior [6], and surface integrability constraint [7] need to
be assumed.

In this paper, we present a novel computational imaging
approach for reconstructing complex mirror surfaces using a
pair of LCD and viewing camera (see Fig. 1). We exploit the
polarization rotation properties of liquid crystals and remove
the top polarizer of an LCD to create polarization field, in
which each outgoing ray has a unique polarization state.
Lanman et al. [8] stack multiple liquid crystal layers and use
the polarization field to implement autostereoscopic display
that produce view-dependent images. We, instead, take advan-
tage of the angular information embedded in the polarization
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Fig. 1. Left: our experimental setup for mirror surface reconstruction that
uses a commercial LCD (top polarizer removed) to generate the polarization
field; Right: reconstructed mirror surface with our approach.

field for reconstructing mirror surfaces. To characterize the
polarization states with respect to ray directions, we model
the polarization rotation induced by liquid crystals using Jones
calculus and show that the outgoing rays are elliptically polar-
ized when voltage applied to the liquid crystals. In particular,
the ellipse’s orientation (i.e., directions of major and minor
axes) is associated with ray direction and the ellipticity (i.e.,
ratio between major and minor axes) depends on the applied
voltage (or the input intensity to LCD). Since polarized light
has different reflection rate when interacts with the mirror
surface, the polarization field exhibits various intensities in
the reflection image. To model reflection under the polarization
field, we derive a reflection image formation model using Fres-
nel’s equations that describe the reflection and transmission of
light as electromagnetic wave when incident on an interface
between different media. We then optimize the incident ray



directions from the captured reflection images. As we consider
combined intensity for polarized light in our reflection image
model, we eliminate the use of a rotating polarizer during
acquisition. To estimate the incident rays, we first decode
their positions using Gray Code and then optimize their
directions by applying our reflection image model. Finally,
we triangulate the incident rays and camera rays to obtain
the surface normals and recover the 3D surface by Poisson
integration. We perform comprehensive experiments on both
simulated and real surfaces to demonstrate that our approach
is able to recover a broad range of complex surfaces with high
fidelity.

II. RELATED WORK

In this section, we briefly review existing methods for
mirror or specular surface reconstruction. Early approaches
investigate distortions in reflection images for recovering the
shape of specular objects. Conceptually, specular distortions
are combined results of the specular object geometry and
the surrounding environment. Given a known pattern in the
environment, the object shape can be inferred consequently.
Psychophysic studies [9], [10] indicate that specular distortion
is an important visual cue for human vision to perceive
the shape of a specular object. In computer vision, various
patterns, such as grids [11], checkers [6], stripes [7], and lines
[12], [13] are adopted for studying the specular distortion.
Caustic distortion caused by mirror reflection is examined for
geometry inference in [14]. Although local surface geometry
properties such as orientations and curvatures can be recovered
from specular distortions, the overall 3D geometric model still
remains ambiguous (e.g., the concave vs. convex ambiguity)
and additional surface constraints such as near-flat surface [13]
and integrability [7] need to be applied to resolve ambiguities.
In our approach, no geometric constraints need to be imposed
on the surface shape.

Some approaches exploit the motion of specular reflec-
tions, or specular flow, for shape reconstruction. Usually, the
specular flow is generated by a moving light source [15] or
camera [16]. Alternatively, an array of cameras [17] or light
sources [5], [18] can be used. Then feature correspondences
among the specular flow are analyzed for 3D reconstruc-
tion. Instead of using a spotlight, [19]–[21] use features in
uncontrolled environment for estimating the specular flow.
[22] generalizes invariant features in specular reflection for
correspondence matching. [23] uses the specular flow to refine
a rough geometry obtained from space carving. This class
of approaches usually rely on a know motion of the object,
the environment, or the camera respectively. Furthermore,
due to the reflection distortions, it is non-trivial to observe
dense specular flow. [21] proposes sparse specular flow but
the reconstructed surface is assumed quadratic. Therefore,
this class of methods are not suitable to handle objects with
complex shapes that cause severe distorted reflections. Our
approach is able to handle a broad range of mirror surfaces
with complex shapes, including both convex and concave (as
long as no inter-reflection occurs).

Another class of approaches directly recover the incident
and reflected rays on the specular surface and use ray-ray
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Fig. 2. Overview of our mirror surface reconstruction approach using
polarization field.

triangulation to recover the 3D geometry. Often coded patterns
(e.g., the Gray Code [3], [24] or phase shifting patterns
[1], [2]) are laid out on the mirror surface. By establishing
correspondences between image pixels and pattern points, the
surface is reconstructed by triangulating the incident rays with
reflected rays. Since a ray is uniquely determined by at least
two points, multiple viewpoints [1]–[3], [25] or a moving
pattern [4], [26]–[28] are commonly used to locate multiple
points on the ray path. Some approaches use additional con-
straints, such as radiometric cues [29] or frequency domain
correspondences [30] to determine the incident ray from one
point on the path. In our approach, incident rays are solved
from the angular information encoded in the polarization field.

Shape from polarization is a popular class of 3D recon-
struction techniques that estimates surface shape from the
polarization state of reflected light. In a common setup, a
polarizer is mounted in front of the camera and multiple
images are captured under different polarization angles. Then
by fitting the phase function with captured intensities, the
azimuth angle of surface normal can be estimated. However,
due to symmetry of the cosine function, the azimuth angle
has the π-ambiguity: flipping the surface by π results in the
same polarization measurements. To resolve this ambiguity,
additional assumptions, such as shape convexity [31], [32] and
boundary normal prior [33] need to be made. Some approaches
combine the polarization cue with other photometric cues, such
as shape-from-shading [34], [35], photometric stereo [36],
[37], or multi-spectral measurements [38] to disambiguate
the normal estimation. Recent trend is to use shape from
polarization to recover fine details on top of a coarse geometry.
Multi-view stereo [39]–[41], space carving [42], structure from
motion [43] or RGB-D sensors [44] can be used to initiate the
coarse geometry. In our approach, we exploit the polarization
states of illumination source. As we consider the combine
intensity when forming the reflection image, we do not need
to use a rotating polarizer on the acquisition camera and our
normal estimation is free from the π-ambiguity.

III. OVERVIEW

Fig. 2 shows an overview of the proposed mirror surface re-
construction approach using polarization field. We remove the
top polarizer of an LCD to generate the polarization field that
illuminate the mirror surface. A camera captures the reflection
images under the polarization field. It is worth noting that the



acquisition camera does not need to use a rotating polarizer
as we consider combined intensity in our reflection image
model. We display a sequence of Gray Code images, including
all black (i.e., “off” state) and all white (i.e., “on” state) for
estimating the incident rays. We first decode the Gray code to
obtain originating LCD pixels for each captured incident ray
and then optimize the ray directions by applying our reflection
image formation model that characterize reflected intensities
for different polarization states. Finally, we triangulate the
incident rays and camera rays to obtain the surface normals
and recover the 3D surface by Poisson integration.

IV. POLARIZATION FIELD

This section describes how to generate the polarization
field with a commercial LCD. First, we review the working
principles of LCDs and model the polarization of outgoing
rays using Jones calculus. We then analyze the polarization
with respect to the outgoing ray directions and show that the
polarization states encode angular information.

A. LCD polarization analysis

A liquid crystal display (LCD) is composed of a uniform
backlight and a liquid crystal layer controlled by electrodes
and sandwiched between two crossed linear polarizers [45]. By
controlling the voltage applied across the liquid crystal layer in
each pixel, the liquid crystals alter orientations and rotate the
polarization of outgoing rays. This results in varying amount
of light to pass through the polarizer and thus constitute
different levels of gray. Since the top polarizer regulates
the polarization states to align with itself, we remove the
top polarizer to allow the outgoing rays to carry different
polarization states modulated by the liquid crystals and thus
generate the polarization field. In our experiment, we use
a normal black (NB) in-plane switch (IPS) LCD, in which
the liquid crystals are homogeneous and rotated in multiple
transverse planes.

Fig. 3 shows how the liquid crystals in an NB IPS device
alters polarization states of outgoing rays with/without voltage
applied. The unpolarized light emitted from the uniform back-
light is first linearly polarized. After modulated by the liquid
crystal, the light may exhibit two different types of polariza-
tion: linear or elliptical. When no voltage is applied, the liquid
crystals are all aligned with the first polarizer (vertical). As
result, the polarization states of light passing through is not
rotated and remain linearly polarized (aligned with the first
polarizer). When voltage of the electrodes is on, the liquid
crystals rotate in plane as response and cause polarization
rotation for light passing through. In the following, we show
that the outgoing rays are generally elliptically polarized and
the ellipse’s orientation is related to the ray direction.

We use the Jones calculus to mathematically characterize
the polarization states of outgoing rays emitted from the po-
larization field. In Jones calculus, polarized light is represented
by Jones vector in terms of its complex amplitude and linear
optical elements are represented 2 × 2 Jones matrices. When
light crosses an optical element, the resulting polarization of
emerging light is found by taking the product of the Jones
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Fig. 3. Liquid crystals rotate the polarization state of light passing through
when voltage applied.

matrix of the optical element and the Jones vector of the
incident light.

We set up our coordinate on the display plane as shown
in Fig. 4. The unpolarized backlight first passes through the
polarizer and becomes linearly polarized. In terms of Jones
vector, the polarization of the linearly polarized light can be
written as:

V =

[
Vx
Vy

]
=

[
cosω
sinω

]
(1)

where ω defines the orientation of the linear polarizer. For a
vertical polarizer, ω = π/2.

When voltage is applied on the electrodes, the liquid crystals
within a cell rotates on multiple transverse planes in the
IPS mode. Assume a cell is decomposed into N transverse
planes with in-plane rotated liquid crystals. Each plane can
be considered as a homogeneous wave plate since the liquid
crystals rotate uniformly and the Jones matrix can be written
as:

Wi(Ψi) =[
e−

iπ
2N cos2 Ψi + e

iπ
2N sin2 Ψi −i sin( π

2N
) sin (2Ψi)

−i sin( π
2N

) sin (2Ψi) e−
iπ
2N sin2 Ψi + e

iπ
2N cos2 Ψi

]
(2)

where i ∈ [1, N ] is the index of transverse plane and Ψi is
the angle of rotation for liquid crystals on the ith plane.

By multiplying the Jones matrices (Eq. 2). of all transverse
planes with the Jones vector of the linearly polarized light
(Eq. 1), we obtain the polarization of the emitted light as:

V ′ =

N∏
i=1

Wi(Ψi)V (3)

Since V ′ is composed complex numbers, the outgoing
rays are elliptically polarized and the polarization state is
determined by the applied voltage (or the input intensity to
LCD) and the ray direction. Specifically, the voltage defines
the ellipticity (i.e., ratio between major and minor axes) and
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Fig. 4. Outgoing rays from the polarization field are elliptically polarized.
The ellipse’s orientation is associated with the propagation direction.

the outgoing ray direction determines the ellipse’s orientation
(i.e., directions of major and minor axes) because the voltage
controls the rotation angle of liquid crystals (i.e., Ψi) and the
ellipse plane is normal to the ray propagation direction.

B. Angularly varying polarization states

Next, we characterize polarization states of outgoing rays
with respect to their propagation directions. Since an el-
liptically polarized wave can be resolved into two linearly
polarized waves along two orthogonal axes, we set out to find
the major and minor axes of the ellipse and decompose the
emitted light onto the two axes.

Given an outgoing ray emitted from the the polarization field
as ~i(θ, φ), where θ and φ are the zenith and azimuth angles.
Since the elliptical plane is normal to the ray’s propagation
direction (see Fig. 4), we can formulate the two orthogonal
axes by cross product:

~d1 =
~y ×~i(θ, φ)

‖ ~y ×~i(θ, φ) ‖

~d2 =
~d1 ×~i(θ, φ)

‖ ~d1 ×~i(θ, φ) ‖

(4)

where ~y is the y-axis and ~i(θ, φ) is the outgoing ray’s
propagation direction.

We then decompose the elliptically polarized light along
~i(θ, φ) onto ~d1 and ~d2 as ~E1 and ~E2 and define the amplitude
ratio γ between the two decomposed waves as:

γ(θ, φ, νk) =
‖ ~E1(νk) ‖
‖ ~E2(νk) ‖

=

√
Id1(νk)

Id2(νk)
(5)

where νk (k = 0, ..., 255, which refers to the input intensity)
is the applied voltage; Id1 and Id2 are captured intensities
by applying a polarizer along d1 and Id2 on the acquisition
camera, which models the energy of the decomposed waves.

When the ray is normal to the display plane (θ = φ =
0), the major and minor axes of the polarization ellipse are
aligned with the x-axis and y-axis. The amplitude ratio after
decompose can be written as:
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Fig. 5. Incident plane of reflection (formed by the incident ray and the
reflected ray).

γ(0, 0, νk) =
E⇔(νk)

Em(νk)
=

√
I⇔(νk)

Im(νk)
(6)

where E⇔ and Em denotes the decomposed waves; I⇔ and Im
are intensities captured by applying a horizontal and vertical
polarizer.

Since the IPS LCD has very wide viewing angle, the
amplitude ratios γ are almost the same for different viewing
angles. We therefore use γ(0, 0, νk) to approximate the ratio at
arbitrary angles γ(θ, φ, νk). We also justify this approximation
using experiments by capturing polarized intensity ratios from
different viewing angles (see Section VI-B). The ratio γ is
critical to determine the energy of decomposed waves, this
approximation greatly simplifies the procedure for measuring
γ: we only need to measure the ratio between the vertical and
horizontal polarization images for each intensity level.

Assume the elliptically polarized light energy is normalized
to 1, the decomposed waves along d1 and d2 for ray ~i(θ, φ)
can be written as:

~E1(νk) =
γ(0, 0, νk)

1 + γ(0, 0, νk)
· ~d1

~E2(νk) =
1

1 + γ(0, 0, νk)
· ~d2

(7)

V. MIRROR SURFACE RECONSTRUCTION

In this section, we describe how to recover mirror surface
using polarization field. We first derive a reflection image for-
mation model under the polarization field since reflection alters
the polarization of light. We show that the reflection image is
a function of incident ray direction. We therefore optimize the
incident ray directions from the captured reflection images.
Finally, we triangulate the incident rays with reflected rays
for surface reconstruction.

A. Reflection image formation

Assume we have obtained the viewing camera’s center of
projection (CoP) PCoP and camera rays (or reflected rays) ~r
from camera calibration and the pixel-point correspondences
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(between the captured image and displayed image) using Gray
Code. We can form an incident plane of reflection for each
display pixel Pdisp as shown in Fig 5. The normal of the
incident plane can be derived as:

~ninci =
~l × ~r
‖ ~l × ~r ‖

(8)

where ~l = PCoP − Pdisp.
Assume the surface point is at depth d, the surface point

Pinter can be written as:

Pinter = PCoP − d · ~r (9)

Given Pinter and Pdisp, the incident ray that emitted from
the polarization field can be written as:

~i = Pinter − Pdisp (10)

Eq. 10 indicates the incident ray is a function of surface
depth. According to the reflection law, the incident ray ~i is
always lying on the plane of incident. We then decompose the
polarization state of~i into two orthogonal linear polarizations:
p-polarized component ~p, whose polarization direction is lying
in the incident plane, and s-polarized component ~s, whose
polarization direction is perpendicular to the incident plane
(see Fig. 6). Recall that we’ve decomposed a ray emitted from
the polarization field onto two orthogonal axes d1 and d2 as ~E1

and ~E2. We perform the s- and p-polarization decomposition
for ~E1 and ~E2 separately:

~s1 = ( ~E1 · ~ninci)~ninci
~s2 = ( ~E2 · ~ninci)~ninci

(11)

and

~p1 = ~E1 − ~s1
~p2 = ~E2 − ~s2

(12)

We then superpose ~s1 with ~s2 and ~p1 with ~p1 to obtain the s-
and p-polarized component of incident ray~i. Assume the phase
difference between the s-polarized wave s and p-polarized
wave p is δ (which is the same as the phase difference between
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~E1 and ~E2). The amplitudes of the superposed waves for s-
and p-polarized components [46] can be written as:

s =
√

(‖ ~s1 ‖2 + ‖ ~s2 ‖2 +2 ‖ ~s1 ‖‖ ~s2 ‖ cos δ)

p =
√

(‖ ~p1 ‖2 + ‖ ~p2 ‖2 +2 ‖ ~p1 ‖‖ ~p2 ‖ cos δ)
(13)

Given the incident ray ~i and reflected ray ~r, the reflection
angle βi can be written as:

βi =
1

2
· arccos(

(−~i) · ~r
‖ (−~i) · ~r ‖

) (14)

According to the Fresnel equations, the reflection rate of
light is related to the polarization state, incident angle, and
surface material (See Fig. 7). In particular, for ~i, the strength
of reflection or the reflectance coefficients of its p- and s-
polarized components can be written as:

Rp(βi, nm) =

∣∣∣∣∣∣
nair

√
1− (nairnm

sinβi)2 − nm cosβi

nair
√

1− (nairnm
sinβi)2 + nm cosβi

∣∣∣∣∣∣
2

Rs(βi, nm) =

∣∣∣∣∣∣
nair cosβi − nm

√
1− (nairnm

sinβi)2

nair cosβi + nm
√

1− (nairnm
sinβi)2

∣∣∣∣∣∣
2

(15)
where nair is the refractive index of air (which can be
approximated as one) and nm is the refractive index of the
surface, which is related to the surface material. It’s worth
noting that refractive indices of metal materials are complex
numbers, which not only affect the relative amplitude, but also
the phase shifts between p- and s-polarized components.

The amplitudes of p- and s- components of the reflection ray
~r can then be computed as ||Rs||s and ||Rp||p. Therefore, the
intensity of the reflection image can be obtained by combining
the amplitude of s- and p- components of ~r because the
intensity of a light is always the sum of intensities along two
orthogonal directions of the light:

I(νk) = ε((||Rp||p)2 + (||Rs||s)2) (16)



where ε is a scale factor that considers the absolute energy
from the unpolarized backlight.

Eq. 16 models the reflection image under the polarization
field with respect to the incident ray direction. Assume we
know the refractive index nm of the mirror surface. By
capturing two reflection images Î(νk) at k = 0 (δ = 0) and
k = 255 (δ = π/2), we can estimate the incident ray direction
~i and scale factor ε using the following objective function:

arg min
~i,ε

k=0,255∑
||Î(νk)− I(νk)||2 (17)

Eq. 17 can be solved by an iterative optimization using
non-linear least square. In our implementation, we use the
trust region reflective optimization algorithm, which is a
Newton Step-based method that exhibits quadratical speed of
convergence near the optimal value.

B. Ray-ray triangulation

After we obtain the incident rays ~i, we can triangulate with
the camera rays ~r to recover the mirror surface. Specifically,
we estimate the surface normal by taking the half way vector
between ~i and ~r as:

~n =
~r −~i
||~r −~i||

(18)

We then integrate the normal field using Poisson method
to recover the 3D surface. In particular, we can model the
surface as a height field h(x, y), and represent normal vector
at each point (x, y) using horizontal and vertical gradients as
(hx, hy,−1). When given the boundary condition (Neumann
or Dirichlet) and the normal field, the problem of normal field
integration to recover the 3D surface can be formulated to find
the optimal surface z where:

min
z

∫∫
((zx − hx)2 + (zy − hy)2))dxdy (19)

Solving this optimization problem is equivalent to solving the
Poisson equation: ∆z = hxx +hyy, where ∆ is the Laplacian
operator: ∆ = ∂2/∂x2 + ∂2/∂y2.

VI. EXPERIMENTS

In this section, we validate our approach on simulated and
real surfaces. All experiments are performed on a PC with
Intel i5-8600K CPU (6-Core 4.3GHz) and 16G memory using
Matlab.

A. Simulated experiments

We perform simulation of our approach on a vase model.
We implement a ray tracer to render the reflection images of
polarization field based on our reflection image model.

In our simulation, we use a display with resolution 1920×
1080 and the vase model is within a volume of 600×300×300.
We use the refractive index of silver (Ag) nm = 0.16 + 3.93i
for the vase surface. We use perspective viewing camera with
field of view 90◦ and resolution 1920×1080. We first establish
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pixel-point correspondences between the image and display by
decoding a series of Gray Code reflection images. We then
render two reflection images by displaying gray level k = 0
and k = 255 for estimating the incident ray direction. By
triangulating the incident rays and camera rays, we recover
the surface normal map and then recover the 3D surface using
Poisson integration. The recovered normal map and 3D surface
are shown in Fig. 8. We also compare our reconstructed normal
map with the ground truth model and show the error map. The
Root Mean Square (RMS) error of normal angles is 0.1481◦.
This experiment shows that our approach produces highly
accurate reconstruction.

B. Real Experiments

We perform real experiments on various complex mirror
objects to validate our approach. Our acquisition system is
shown in Fig. 1. To generate the polarization field, we use a
commercial IPS LCD monitor (Dell E2417H) and remove its
top polarizer using acetone. We use a monochrome camera
(PointGray GS3-U3-51S5M-C) with resolution 2448 × 2048
and focal length 50mm for capturing the reflection images of
the polarization field from the mirror surface.

We first calibrate the acquisition system to establish a
common coordinate for the display and the viewing camera.
Since our viewing camera cannot cover the display in its field
of view, we use an auxiliary camera to bridge the viewing
camera and the display. The auxiliary camera is directly
looking towards the display and share common field of view
with the viewing camera. We mount a linear polarizer in the
front to capture the displayed checkerboard as the top polarizer
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Fig. 10. Real experiment results on three mirror objects.

of the LCD has been removed. Then the auxiliary camera and
viewing camera are co-calibrated by checkerboard within the
common view.

We also perform experiments to validate that the amplitude
ratios γ are almost the same for different viewing angles. As
shown in Fig. 9, we use a camera looking towards the display
from different viewing angles (ranging from −70◦ to 70◦ with
a step of 7◦). We attach a linear polarizer (a.k.a analyzer)
in front of the camera to capture horizontally and vertically
polarized images. For each viewing angle, we capture images
of gray level 255 and 0. We compute the ratio between
intensities captured at ~d1 and ~d2 and plot the curves for both
intensities and ratios at different viewing angles (see Fig. 9).
This experiment demonstrates that we can use γ(0, 0, νk) to
approximate γ(θ, φ, νk) of arbitrary ray directions for the same
intensity level k. Note that γ(0, 0, ν0) and γ(0, 0, ν255) are
used in our optimization (Eq.17) for estimating the incident
ray.

In order to obtain the incident plane, we first need to
determine the origins of incident rays. We use Gray Code
to establish pixel-point correspondences and decode ray po-

sitions. Since our display is with resolution 1920 × 1080,
we use 22 patterns to resolve all pixels. Since the captured
intensity varies with polarization states and surface geometry,
we compare the capture reflection images with the all-white
and all-black images to robustly decode the Gray Code. After
we have the ray positions Pdisp, we can apply our reflection
image formation model to estimate the incident ray directions.
Finally we triangulate the incident rays with reflected ray for
surface reconstruction.

We perform experiments on three real mirror objects (bud-
dha, horse and cat). These objects are with various sizes. The
horse and buddha is around 100mm×100mm×200mm and
cat is around 30mm × 50mm × 100mm. These objects are
made of Nickel (Ni) with refractive index nm = 1.96 + 3.84i.
All three objects are placed around 10cm in front of the
display. Our reconstruction results are shown in 10. For each
object, we demonstrate the real photograph of the object,
captured images at gray level 0 (red) and 255 (green), re-
constructed normal map and 3D surfaces. It is worth noting
that the cat eye is concave while our approach still produces
reliable reconstruction.



VII. CONCLUSIONS AND DISCUSSIONS

In this paper, we have presented an approach for reconstruct-
ing complex mirror surfaces using polarization field, which
is generated by a commercial LCD without top polarizer.
We have shown that the angular information embedded in
the polarization field can effectively resolve ambiguities in
mirror surface reconstruction. To recover mirror surfaces, we
have derived an image formation model under the polarization
field and developed an optimization algorithm for estimating
the incident ray. Comprehensive experiments on simulated
and real surfaces have demonstrated the effectiveness of our
approach.

One limitation of our approach is that we assume the
reflection only occurs once on the mirror surface and thus
cannot deal with interreflection. Derive a reflection model
with multiple reflections could be an interesting future di-
rection. Second, our approach still needs to use the Gray
Code to establish pixel correspondences. In the future we plan
to design more efficient coding scheme and integrate with
the polarization field. In this paper, we demonstrate using
the polarization field for mirror surface reconstruction. It is
possible to extend it for more general objects thus resulting in
new 3D reconstruction methods.
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